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calculates the sums, averages, etc. (e.g., {extents_a, 4},
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VGM-Step-1: Quad Generation
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"x": -8917047.03754837,
"spatialReference": {
"wkid": 4326,
"latestWkid": 4326
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Mapper (Setup): Create EsriFeatureClass from
input file and write each feature as a row
represented as unenclosed-Json.

Reducer: Aggregate Mapper output into one or

step-O and use to generate quadtree node
extents.

Mapper: Feed mapper each row of
‘unenclosed-Json’ from vgm-step-0 point data
and query the quadtree for all quads that

Description: Generate non-overlapping

resolutions to generate non-overlapping
topology.

Mapper: Feed the Mapper with rows from the
vgm-step-0 ‘unenclosed-Json’ point feature
data, query topology for ‘point in polygon’ to
generate polygon’s attributes, and perform
geometry subtraction using ESRI Hadoop libs

MapReduce
* Approach has been tested with a data
set consisting of 1 million points
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Implement Spark “in memory” version for iterative,
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The VGM is a spatio-temporal approach designed to more effectively communicate the underlying more files

: ] , . , ) ::EI:IE:ZI?IU:E i;?:ézmﬁ'mr Reducer: Aseresate Mabber outout into one or Reducer: Tally the attributes for each polygon
uncertainty associated with the analysis of big data (Bauer and Rose 2015). The VGM helps quantify G + MBBTES bpe! OtP and write attributed polygon as unenclosed-

more files and store in vgm/working/output-0/. Json
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* preserves overall spatial ‘ e
trends and patterns observed — METHOD Merging GIS and Big Data computing for advanced 3D/4D geospatial analysis for uncertainty quantification and visualization allows researchers to:

within the data
e enables users to customize the

Communicate data (via colors) and uncertainty (via grid cell size) * Offload intensive geometric operations from desktop to a Hadoop cluster

* |s highly scalable - immediately increasing compute power by adding additional nodes

final product to meet their

Reference: Bauer, J.R., and Rose, K., 2015, Variable Grid Method: an Intuitive * Is self healing in the event that node(s) go offline,

Approach for Simultaneously Quantifying and Visualizing Spatial Data and
Uncertainty, Transactions in GIS. 19(3), p. 377-397

needs and best communicate o : _ _ sl . _ _
* The approach is ideal for executing parallel operations on geometric operations involving many features. Furthermore, no ESRI license required

— ESRI provides free Java-based Hadoop geometry and spatial libraries in addition to freely available ArcMap toolbox tools to connect and transfer
data between ArcMap and Hadoop.
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Benchmarking:
Spark vs MapReduce vs Single Threaded Application

WORDCOUNT PERFORMANCE COMPARISON

Spark MapReduce Java app

File Size

We compared execution times for varying size data sets using Hadoop cluster-
based MapReduce and Spark vs a stand alone, single threaded Java application
(running on the Hadoop cluster’s main node). The tests performed a “Word Count”
algorithm to tally the occurrences of each word in the input file. The chart
illustrates that as the data size increases, Hadoop-based applications (particularly
Spark due to it’s in-memory design) outperform the single-threaded Java
application (smaller time values are better).

www.netl.doe.gov/business/tech-transfer/available-technologies

 Develop additional Big Data GIS tools
 Expand hardware capabilities to better meet data needs

tech-details?id=88395c58-97a0-4dbf-87b6-880d3c4a915b

multi-pass processing to improved geometry merge /
dissolve options and bi-directional quadtree traversal

with cluster/cloud analysis and integration of Big Data
and High Performance Computing techniques
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