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+ Leveraging the Hybrid-cloud Science Data System (HySDS) « Entry points into AWS are different
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Operations, and Analytics terminations

« Data system fabric over heterogeneous computing infrastructure

+ Large-Scale, High-Resiliency, and Cost-effective hybrid approach

+  AWS spot market support

+ Faceted Navigation for all SDS interfaces

Spot market terminations

« JPL to US-West-2 over internet
some®  Transport approach
« Stream data from JPL to S3/US-

Availability Zone (AZ) load rebalancing
« Terminations of nodes for balancing across AZs

Instance failures
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+ Compute and Object Storage are

horizontally scalable “Thundering herd”
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« Needed agile science data system approach

« Increase in science computing needs

Pleiades Supercomputer scheduled downtimes conflict with
science processing requirements - -
* Need elastic and large-scale processing capability - RN
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« slow scale-up needs AWS tweaks

J « scale-down group vs self-terminating instances
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