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Analysis Overview

Bathymetric data were derived from IKONOS multispectral satellite imagery provided by the National Center for Coastal Monitoring and Assessment (NCCMA).  The original imagery, purchased from Space Imaging, Inc. (now Geoeye, Inc.), was orthorectified to correct for detected geographic offsets.  Two images, acquired on different dates, were analyzed to extend the spatial coverage of the final derived bathymetry product by combining data from cloud free areas.  The image file names were “manua_msi_001_rat” and “manua_msi_004_rat”, but they will be referred to as OO_01 and OO_04 in this analysis.  

Processing steps were based on methods originating in Lyzenga 1985 with refinement as described in Hogrefe et al. 2008 and Hogrefe 2008 (http://oregonstate.edu/~hogrefek/Cookbook/).  
An overview of the processing steps as follows:

1) Conversion of file type to view images

2) Data conversion from digital number to radiance values

3) Correction for atmosphere and water surface reflection

4) Linearization of spectral decay of as function of depth

5) Masking of data not applicable to depth derivation

6) Georectification of Images

7) Extraction of linearized spectral values and depth data

8) Perform multiple linear regression to determine formula variables for depth derivation (and derivation of depth)

9) Integration of derived bathymetry with multibeam sonar bathymetry

This analysis focuses on the statistical accuracy several products that result from step 8 to determine the most accurate data for integration with multibeam sonar bathymetry collected by PIBHMC/CRED.  Once the multiple linear regression was performed in step 8 (above), the resulting variables were plugged into the multivariate slope intercept formula (below) to derive bathymetry.  These variables can be adjusted to increase the accuracy and coverage of the product.  The two basic changes in derived bathymetry that can be accomplished by adjusting the original multiple linear regression (MLR) variables are:

1) Depths can be changed across the entire image by adjusting the Y intercept.  Depths are increased when the Y intercept is decreased and depths are decreased when the Y intercept is increased. 

2) The slope of the regression line (of the derived depths against sonar bathymetry) in the error analysis can be changed by adjusting the slope of the linearized blue and green spectral values.
These adjustments to the MLR variables allow for greater depth range and spatial coverage in the derived bathymetry.  Depths derived in areas of very shallow water often have positive values which are then lost when the product is “trimmed” to include only depth (i.e. negative) values.  I hypothesize that this effect is due to an inversion of the spectral relationship between the blue and green bands in these very shallow areas.  Where depths are greater than ~3 meters, blue radiance values are always greater than green radiance values, however, where depths are less than ~3 meters the inverse is often true.  Because the multibeam bathymetry is seldom shallower than 10 meters in the Tau data, this “shallow inversion” is not captured in the values extracted for the multiple linear regression that determines the variables for depth derivation.  While this problem is reduced by adjusting the MLR variables, the adjustments also impact the statistical accuracy of the product.  
This error analysis validates the choice of which product(s) to integrate by establishing the statistical accuracy of derived bathymetry from each image using the original variables and then documents the statistical differences as the variables are adjusted.             
The formula used to derive bathymetry is a multivariate slope intercept formula as follows:

Depth = Yint + (mblue)(xblue) + (mgreen)(xgreen)

Where:

Yint = Y intercept

m = slope 

x = linearized spectral value

Part 1: Analysis of Derived Bathymetry using Extraction Points.  

In processing step 7, ArcGIS point features are created to extract sonar depth and linearized spectral values for use in the step 8 MLR analysis.  Over 150 points are chosen per satellite image where pixels with clear spectral signal are concurrent with depths between the shallowest available and 25 meters.  These same point features are used to extract derived depth values for comparison with sonar depth values in the following liner regression analyses.  For image OO_01, 192 points were used while 269 points were used for image “OO_04”.        
Image OO_01 


As shown in Figure 1, the R2 value for the bathymetry derived using the original MLR values is 0.7777 while the slope of the regression line is also 0.7777.  The high R2 value (close to 1) represents a tight grouping of the derived depth scatter plot around its regression line while the high slope value (again, close to 1) indicates a strong correlation between derived and sonar depth, represented by the (blue) plot.  The resulting raster grid provides very realistic bathymetric data, but its shortcoming is the aforementioned phenomenon of positive values in very shallow areas.     
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Figure 1.  Error analysis of derived bathymetry from OO_01 using original MLR variables.  Formula applied: Depth =  0.3846 - 5.9154 * Xblue + 10.2817 * Xgreen
The first attempt to increase shallow coverage while minimally impacting statistical accuracy, though intuitively logical, proved unsatisfacory.  In order to bring the slope of the error analysis regression line closer to 1 (Figure 2), the slope value of the linearized blue spectral data was decreased while the slope value of the linearized green spectral data was increased.  This adjustment results in a severe offset between derived and sonar depth values (Figure 2) that is counteracted by increasing the Y-intercept value (Figure 3).   Unfortunately the result is a decrease in R2, as visually demonstrated by the more diffuse scatter plot, and a increase in the number of derived values pushed into the positive range.  This derived bathymetry product was not used.  

Products resulting from smaller adjustments to the variables, but along the same lines just described, were also investigated.  Impacts to accuracy were similar, but to a smaller degree, with  minimal improvement to coverage in the shallows.   
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Figure 2.  Error analysis of derived bathymetry from OO_01 using decreased blue and increased green slope values.  Formula applied: Depth =  0.3846 - 4.4154 * Xblue + 11.7817 * Xgreen
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Figure 3.  Error analysis of derived bathymetry from OO_01 using decreased blue and increased green slope values with increased Y-intercept value.  Formula applied: Depth =  8.7886 - 4.4154 * Xblue + 11.7817 * Xgreen
The option of simply decreasing the Y-intercept to increase derived depth coverage (by  making positive values negative) was  tried because of the already strong correlation between derived and sonar depths.  As demonstrated by comparing Figures 1 and 4, this change actually increased the accuracy of derived depths deeper than ~ 18 m and shallower than  ~ 5 m.  Visual assessment of the derived product shows greatly increased coverage in the shallows.  However, note the decrease in accuracy in the range of 5 – 15 m as indicated by the increased negative offset in this range.  This offset seems rather critical since most of the multibeam data covers depths to at least 15 m around the island so that, in addition to increasing coverage in the shallows, maintaining accuracy in the 5-15 m range is a goal of this work.   
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Figure 4.  Error analysis of derived bathymetry from OO_01 using decreased Y-intercept value.  Formula applied: Depth =  -1.6154 - 5.9154 * Xblue + 10.2817 * Xgreen

In order to take advantage of the increased coverage in the 0-5 meter range achieved in the DB2 product (Figure 4) while maintaining the accuracy in the original DB product (Figure 1), the two products were integrated into a mosaic.  During the mosaic, the data from DB was prioritized over that from DB2 so that the more accurate data in the 5-15 m range (DB) was retained while the extended shallow water coverage was added (from DB2).  The fact that the less accurate data from 15 – 25 m is retained is not an issue because data in this range is replaced by multibeam data in the final derived bathy/sonar bathy product.    

The statistical analysis of the OO_01-DB/DB2 product is provided in Part 2 (Figure 9). 
Image OO_04 

As shown in Figure 5, the R2 value for the bathymetry derived using the original MLR values is 0.7472 while the slope of the regression line is also 0.7472.  The high R2 value (close to 1) represents a tight grouping of the derived depth scatter plot around its regression line while the high slope value (again, close to 1) indicates a strong correlation between derived and sonar depth, represented by the (blue) plot.  The resulting raster grid provides very realistic bathymetric data, but its shortcoming is the aforementioned phenomenon of positive values in very shallow areas.
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Figure 5.  Error analysis of derived bathymetry from OO_04 using original MLR variables.  Formula applied: Depth =  2.7799 - 8.6960 * Xblue + 15.1653 * Xgreen

Experimentation led to the discovery that simultaneously decreasing the blue and green linearized slope values results in an increase of derived depth in the shallows (0-5 m) without significant change to derived values in deeper areas (10-15 m).  However, depths in the range of 5-10 m increase quickly, and the R2 value decreases, as the variables are reduced so that one must not overcompensate.  The derived bathymetry product entitled DB5 (Figure 6) is the result of adjustments to slope values along these lines.  Due to its increased coverage in shallow areas (over the product using the original variables) this product is desirable for integration with multibeam bathymetry, but the drop in statistical accuracy is unfortunate.    
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Figure 6.  Error analysis of derived bathymetry from OO_04 using decreased blue and green slope values.  Formula applied: Depth =  2.7799 - 0.6960 * Xblue + 7.1653 * Xgreen

In order to take advantage of the increased coverage in shallow terrain of DB5 without completely sacrificing the better statistical accuracy of DB, the two products were integrated.  When the two datasets were “mosaiced” the derived values from DB were given priority so that they replaced concurrent DB5 values.  Thus, coverage was expanded while the most accurate data was retained.


The statistical analysis of the OO_04-DB/DB5 product is provided in Part 2 (Figure 12). 
Part 2: Analysis of Derived Bathymetry where Derived Depth Concurs with Multibeam Sonar Depths of less than 15 m.  
The following analyses are a comprehensive statistical review of two derived bathymetry grids from each image as they are integrated to form a comprehensive derived bathymetry mosaic, OO_DBAll_03.   An analysis of this final derived bathymetry grid, which is subsequently integrated with the multibeam bathymetry, is also included.


After the Part 1 analyses were conducted, the derived bathymetry raster grids were prepared for integration with multibeam bathymetry by applying masks to exclude:
1) Derived depths of greater than 25 meters or less than 0 meters

2) Values derived from island areas and areas of cloud cover
3) Depths derived in areas deeper that 25 meters as indicated by the multibeam sonar bathymetry

4) Values derived inside the Tau coastline as indicated by a shapefile downloaded from the American Samoa GIS Users’ Group website.

All remaining values were considered to be potentially valid derived depths, however, derived data deeper than 15 m are seldom used because the multibeam data usually reaches shallower depths.  Therefore, the following error analyses utilize the derived and sonar depth values of each grid cell where derived data overlaps with multibeam sonar data of 15 m or less.  Due to the large size of these datasets and some limitations of the MS Excel program, both Excel and S-Plus were used for this analysis to verify the results.  S-Plus is a powerful statistical tool, but the graphic representation is not as refined.  Only graphs from Excel are displayed, while the statistics from each program are presented.   
Helpful notes:

Figure 7 analyzes the same product as Figure 1: bathymetry derived using original OO-01 MLR variables.  
Figure 8 analyzes the same product as Figure 4: bathymetry derived from OO-01 using decreased Y-intercept value.    

Figure 10 analyzes the same product as Figure 5: bathymetry derived using original OO-04 MLR variables.  

Figure 11 analyzes the same product as Figure 6: bathymetry derived from OO-04 using decreased linearized blue and green band slope values.  

Image OO_01 


For the derived bathymetry products from the image OO-01 presented in Figures 7 and 8, the R2 values for the derived products are reduced significantly (from Part 1) due to a greater variability in departure from the mean value when all derived depth less than 15 m are considered.  Since the sea state in this image was very calm, this is most likely an effect of the inherent variability in the derived depth data being accentuated by the consideration of over 17,000 data points.  However, notice that the slope value increases in each case when more points are considered.  This indicates that the slope of the scatterplot trend line more closely matches the 1:1 relationship of the sonar depth plotted against itself, a better reflection of reality.  Note that the S-plus statistics also support the Excel output with the same R2 result, but slightly lower slope values.            
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Figure 7.  Comprehensive error analysis of derived bathymetry from OO_01 using original MLR variables.  Formula applied: Depth =  0.3846 - 5.9154 * Xblue + 10.2817 * Xgreen
S-Plus Linear Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB, data = ooc.dbp.5m.over.error.15m, na.action = 


na.exclude)

Residuals:

    Min     1Q  Median    3Q   Max 

 -8.951 -1.168 -0.1404 1.061 11.16

Coefficients:

DB              Value Std. Error   t value  Pr(>|t|) 

(Intercept)   -3.9342    0.0642   -61.2820    0.0000

(Slope)        0.6037    0.0047   127.6681    0.0000

Residual standard error: 1.733 on 17182 degrees of freedom

Multiple R-Squared: 0.4868 

F-statistic: 16300 on 1 and 17182 degrees of freedom, the p-value is 0 
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Figure 8.  Comprehensive error analysis of derived bathymetry from OO_01 using decreased Y-intercept value.  Formula applied: Depth =  -1.6154 - 5.9154 * Xblue + 10.2817 * Xgreen
S-Plus Linear Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB2, data = ooc.dbp2.5m.over.error.15m, na.action


 = na.exclude)

Residuals:

    Min    1Q Median    3Q   Max 

 -9.004 -1.16 -0.137 1.059 10.22

Coefficients:

DB2            Value Std. Error   t value  Pr(>|t|) 

(Intercept)   -2.6532    0.0743   -35.7203    0.0000

(Slope)        0.6109    0.0048   127.2646    0.0000

Residual standard error: 1.735 on 17185 degrees of freedom

Multiple R-Squared: 0.4852 

F-statistic: 16200 on 1 and 17185 degrees of freedom, the p-value is 0 

Considering the Excel output for the derived bathymetry mosaic from image OO-01 (Figure 9), the statistical accuracy of the integrated product actually improves with an increased in R2 value, an increased slope value and a decreased Y-intercept.  In the S-Plus linear regression output, though the R2 value matches there is a significant drop in the regression line slope and a slight increase to the Y-intercept values.  This is most likely due to limitations to the number of data point that Excel can handle.  The S-Plus results are likely the more valid assessment.   

Given the results of these statistical analyses, the mosaic of derived bathymetry products DB and DB2 from OO-01 is considered to be well suited for integration with multibeam bathymetry.  However, large areas of shallow water terrain were obscured by cloud cover in this image.  In image OO-04, though cloud cover was actually more extensive, many of these areas were cloud free.  Bathymetry was also derived from this image to extend spatial coverage in the final product.        
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Figure 9.  Comprehensive error analysis of derived bathymetry mosaic from OO-01 integrating products DB and DB2.  
S-Plus Liner Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB.DB2.Mosaic, data = 


ooc.dbpdbp2.5m.over.error.15m, na.action = na.exclude)

Residuals:

    Min     1Q  Median   3Q   Max 

 -9.063 -1.151 -0.1221 1.07 11.22

Coefficients:

DB.DB2.Mosaic       Value   Std. Error   t value  Pr(>|t|) 

    (Intercept)   -3.8132    0.0640   -59.5948    0.0000

    (Slope)
    0.6135    0.0047   129.9905    0.0000

Residual standard error: 1.717 on 17185 degrees of freedom

Multiple R-Squared: 0.4958 

F-statistic: 16900 on 1 and 17185 degrees of freedom, the p-value is 0 

Image OO_04 

For the derived bathymetry products from the image OO-04 presented in Figures 10 and 11, the R2 values for the derived products are reduced significantly (from Part 1) due to a greater variability in departure from the mean value when all derived depth less than 15 m are considered.  Since the sea state in this image was very calm, this is most likely an effect of the inherent variability in the derived depth data being accentuated by the consideration of over 17,000 data points.  However, notice that the slope value increases and the Y-intercept decreases in both cases when more points are considered.  This indicates that the slope of the scatterplot trend line more closely matches the 1:1 relationship of the sonar depth plotted against itself, a better reflection of reality.  Note that the S-plus statistics also support the Excel output with the same R2 result, but that the other stats vary with a lower slope value for DB and a higher slope value for DB5.
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Figure 10.  Comprehensive error analysis of derived bathymetry from OO_04 using original MLR variables.  Formula applied: Depth =  2.7799 - 8.6960 * Xblue + 15.1653 * Xgreen
S-Plus Liner Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB, data = ooc2db.trim.over.error.15, na.action = 


na.exclude)

Residuals:

    Min     1Q  Median    3Q   Max 

 -8.029 -1.147 0.02304 1.129 9.342

Coefficients:

DB              Value Std. Error   t value  Pr(>|t|) 

(Intercept)   -4.5812    0.0585   -78.3531    0.0000

(Slope)        0.5432    0.0043   124.9230    0.0000

Residual standard error: 1.713 on 16668 degrees of freedom

Multiple R-Squared: 0.4835 

F-statistic: 15610 on 1 and 16668 degrees of freedom, the p-value is 0 
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Figure 11.  Comprehensive error analysis of derived bathymetry from OO_04 using decreased blue and green slope values.  Formula applied: Depth =  2.7799 - 0.6960 * Xblue + 7.1653 * Xgreen
S-Plus Liner Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB5, data = ooc2db5.trim.over.error.15, na.action


 = na.exclude)

Residuals:

    Min     1Q  Median   3Q   Max 

 -9.592 -1.278 -0.0614 1.25 14.17

Coefficients:

DB5             Value Std. Error   t value  Pr(>|t|) 

(Intercept)   -1.8491    0.0953   -19.4019    0.0000

(slope)        0.7020    0.0067   104.4118    0.0000

Residual standard error: 1.86 on 16748 degrees of freedom

Multiple R-Squared: 0.3943 

F-statistic: 10900 on 1 and 16748 degrees of freedom, the p-value is 0 

Considering the Excel output for the derived bathymetry mosaic from image OO-04 (Figure 12), the statistical accuracy of the integrated product actually improves with an increased R2 value, an increased slope value and a decreased Y-intercept.  In the S-Plus linear regression output, though the R2 value matches, there is a drop in the regression line slope and a slight increase to the Y-intercept values.  This is most likely due to limitations to the number of data point that Excel can handle.  The S-Plus results are likely the more valid assessment.   

Given the results of these statistical analyses, the mosaic of derived bathymetry products DB and DB5 from OO-04 is considered to be well suited for integration with multibeam bathymetry.  
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Figure 12.  Comprehensive error analysis of derived bathymetry mosaic from OO-04 integrating products DB and DB5.  
S-Plus Liner Regression Statistics
Call: lm(formula = Sonar.Depth ~ DB.DB5.Mosaic.2, data = 


ooc2dbdb5.mos2.over.error.15, na.action = na.exclude)

Residuals:

    Min     1Q  Median    3Q   Max 

 -9.778 -1.058 0.05368 1.094 9.182

Coefficients:

DB.DB5.Mosaic.2   Value Std.  Error   t value   Pr(>|t|) 

    (Intercept)   -4.1267    0.0559   -73.8134    0.0000

    (slope)        0.5831    0.0042   138.9012    0.0000

Residual standard error: 1.628 on 16759 degrees of freedom

Multiple R-Squared: 0.5352 

F-statistic: 19290 on 1 and 16759 degrees of freedom, the p-value is 0 


In order to achieve the greatest spatial coverage possible, the derived bathymetry products from both images were mosaiced.  Priority was given to the product from image OO-01, eventhough it is not as statistically accurate as that from image OO-04, because its coverage in the shallowest areas was more complete.  This difference in spatial coverage was most likely due to very low tide when image OO-04 was acquired and a high tide when image OO-01 was acquired.  The statistical analysis and visual inspection of this integrated product (Figure 13) demonstrates a high degree of statistical validity and excellent representation of near shore terrain.  

The final S-Plus statistics presented below includes data from all pixels where sonar bathymetry <20 m and derived bathymetry concur (56,695 data points).   An Excel plot is not included because the program cannot handle that much data, but note that each statistical measure improved over the <15 m dataset.         
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Figure 13.  Comprehensive error analysis of derived bathymetry mosaic from both images integrating products OO-01-DB/DB2 and OO-04-DB/DB5.  
S-Plus Liner Regression Statistics (using depths of 15m and less)
Call: lm(formula = Sonar.Depth ~ DBAll.mos3, data = OO.DBAll.mos3.over.error.15,


na.action = na.exclude)

Residuals:

    Min     1Q  Median    3Q   Max 

 -8.608 -1.128 -0.1144 1.035 10.69

Coefficients:

DBAll.mos3   Value Std.  Error    t value   Pr(>|t|) 

(Intercept)   -3.8452    0.0603   -63.7330    0.0000

(Slope)        0.6109    0.0044   137.3002    0.0000

Residual standard error: 1.702 on 20749 degrees of freedom

Multiple R-Squared: 0.476 

F-statistic: 18850 on 1 and 20749 degrees of freedom, the p-value is 0 

S-Plus Liner Regression Statistics (using depths of 20m and less) 
Call: lm(formula = Sonar.Depth ~ DBAll.mos3, data = OO.DBAll.mos3.over.error.20,


na.action = na.exclude)

Residuals:

    Min     1Q Median   3Q   Max 

 -13.23 -1.546 0.1254 1.59 14.34

Coefficients:

DBAll.mos3   Value Std. Error   t value  Pr(>|t|) 

(Intercept)   -3.5092    0.0531   -66.0318    0.0000

(Slope)        0.7748    0.0034   230.3370    0.0000

Residual standard error: 2.352 on 56691 degrees of freedom

Multiple R-Squared: 0.4834 

F-statistic: 53060 on 1 and 56691 degrees of freedom, the p-value is 0 
