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Geographic information systems and the technological family associated with them—global posi-
tioning systems, geodemographics, and remote surveillance systems—raise important questions with
respect to the issue of privacy. Of most immediate import, the systems store and represent data in
ways that render ineffective the most popular safeguards against privacy abuse. But the systems are
associated with more fundamental changes in the right to privacy and even, some would say, with
challenges to the possibility of privacy itself. They make reasonable and acceptable the view that
technological change is inevitable and autonomous, and therefore, too, are the development of
increasingly comprehensive dossiers on individuals and households and the use of increasingly
powerful means for the technological enhancements of vision. And their use in the creation of data
profiles supports a wide-ranging reconceptualization of community, place, and individual. None-
theless, in the ways they create and use digital profiles, the systems do offer suggestions for a partial
remedy to the problems that they have created. Key Words: geographic information systems, geode-
mographics, privacy, surveillance, law, technological change.

The last few years have seen an explosion
in the use of geographic information sys-
tems. By adding geographical coordinates

to the usual elements of an information system,
these computerized systems allow not just tabu-
lation and statistical analysis, but also visual rep-
resentation, especially in the form of maps. These
systems are a major growth industry; government
and private industry alike have seen them as
offering new and powerful ways of making politi-
cal and economic decisions. But a growing
number of scholars have begun to voice concern
about the potential impacts of the systems (Curry
1994; Lake 1993; Pickles 1995; Smith 1992).
Nowhere has this been more evident than in the
matter of geodemographics, a commercial off-
shoot of  geographic information systems used
primarily by the direct marketing industry
(Crampton 1993; Goss 1993, 1994).1

Yet I would argue that those who have exam-
ined the social impacts of geodemographics, and
of geographic information systems more broadly,
have been only partially successful in making
clear the potential impacts of those systems on
the right to privacy and even on the nature of
privacy itself. Granted, critics have pointed to
ways in which these systems raise questions with
respect to privacy, surveillance, and power. They
have  shown  that when one ties a geographic
information system to a global positioning system,

and the two to satellite or other remotely-sensed
imagery, one has created a system of great power,
and of great utility for the storage and analysis of
information and for  extended  surveillance on
individuals and groups. Nonetheless, these cri-
tiques have not made entirely clear the ways in
which the systems raise problems different from
those raised by other technologies such as cartog-
raphy or information systems more broadly. I shall
argue that these systems raise new  questions
about the possibility of privacy, and that certain
of their features erode the utility of traditional
tools of privacy protection. At the same time, the
systems raise deeper concerns. They are associ-
ated with an erosion of the traditional forms of
the private and the public—and as a consequence
require that scholars, activists, and the public at
large rethink both realms.

These issues will be taken up in three parts.
First, I shall briefly lay out the history of what has
come to be known as the right to privacy. We shall
see that if privacy itself is a longstanding phe-
nomenon, the codification of privacy as a right is
rather new. Further, the nature of that right has
undergone substantial changes during its brief
history, changes which are directly connected to
underlying social and especially  technological
changes. But those changes—and as a result pri-
vacy itself—are often imagined to be autonomous
and inevitable. If we see this in popular accounts
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of technology, as in works like Alvin Toffler’s
Future Shock (1970; Schwartz 1995), I shall show
that recent court decisions have appealed to this
very image. In their appeal to a kind of techno-
logical “destiny,” the courts have naturalized as
inevitable the combining of data into dossiers and
the use of technological enhancements of vision;
these decisions call into question the very possi-
bility of privacy in the traditional sense.

Turning to the current use of geographic infor-
mation systems and geodemographic systems in
the second part, I shall point to several issues that
such systems raise. One such issue is the wide-
spread availability of unregulated data; another
concerns the ways in which the systems employ
visual representations embodying implications
about individuals or households; a third concerns
the way the data may be incorporated into other
databases in a process known as data profiling—a
version of data matching that appears to pose new
problems to privacy. I show that these features
severally and together raise substantial issues
about the individual’s right to privacy and call
into question the very possibility of meeting tra-
ditional standards for privacy protection.

In the third part of the paper, I shall discuss
the way in which one form of geographic informa-
tion systems, geodemographics, is associ-
ated—through the construction of data profiles
and digital individuals—with a reconceptualiza-
tion of the right to privacy, and at the same time
of the nature of the public and the private. On
the one hand, the systems involve a reconceptu-
alization of the nature of culture and place. Cul-
tural groups are represented as mere aggregations
of individuals in a way that undermines the legiti-
mate claims of those groups. Individuals are con-
ceived of as belonging to groups only by virtue of
having certain socioeconomic characteristics or
personal habits; to remain a part of a group does
not require that one behave in some way toward
one’s fellow members, but rather that one main-
tain those  socioeconomic characteristics. And
places are seen as locations to which individuals
are only contingently attached. Here, the tradi-
tional practices of place formation and sources of
attachment to place disappear and here, again, to
be a part of a place is simply to maintain the right
set of socioeconomic characteristics.

On the other hand, the creation of data profiles
involves a reconceptualization of the individual,
and in a complex way. At least through the 1980s,
it was usual to attack the creation of comprehen-
sive dossiers on  individuals  on  the  basis of a

belief—ironically, consistent with the postmod-
ern conception of the individual—that individu-
als ought to be able to compartmentalize their
lives, and ought not to be held accountable in one
area for things that they have done in another.
But the creation of data profiles seems to call an
end to this postmodern view, asking that it be
replaced with an older, modernist view in which
individuals are seen as coherent units that share
visible and quantifiable characteristics with their
neighbors.2 With data profiling, it appears possi-
ble to draw a wide range of inferences about any
individual, inferences that cross boundaries that
were until now closed.

If this suggests that we are moving inexorably
into an ominously surveillant world, I shall sug-
gest that with the virtual or digital individuals
created by data profiling, geographic information
systems contain the seeds of the destruction of
that surveillance. If they are a problem, just to the
extent that there are so many of them and that
they are seen by so many people, they offer a
solution: each of us ought to be able to control
just what our virtual selves do—where they go,
what they say, and to whom they say it. To rethink
privacy in this  way  is  to  recapture  important
elements of the postmodernist understanding of
privacy. It is at the same time directly to connect
the issue of privacy to the Hegelian and European
tradition in intellectual property regulation. In
this way, we may adapt the concept of privacy
to the world created by geographic information
systems.

Technological Change and the
Changing Right to Privacy

On the Genesis of the Right to Privacy

The formulation of the explicit right to privacy
has its origins in urban society in the late 1800s.
Before that time there was no well-enunciated
privacy right; certainly people had privacy, but it
was guaranteed by the existence of a landscape
within which certain practices could by and large
be expected to be private (Friedman 1990). But
the economic and technological transformation
of that landscape in the late nineteenth century
solidified the distinction between the urban and
the rural. And in doing so, it set the stage for the
formulation of privacy as a right.

The urban, as Georg Simmel bemoaned in his
famous “Metropolis and Mental Life” (1971

682 Curry



[1903]) and Louis Wirth later formalized for
American urban sociology (1938, 1969), became
a place in which an individual could choose to
remain isolated and anonymous. The problem for
privacy created in this new landscape, where the
actions of the individual seemed so little con-
strained by custom, was solved by the develop-
ment of a formalized set of privacy guarantees, as
set out in a famous law review article near the end
of the last century. There Warren and Brandeis
(1890) asserted that the individual has a right to
privacy, where that is the right “to be left alone.”

If it has been common in thinking about the
individual, at least since the 1650s, to imagine the
individual as having a single, coherent identity,
there is a sense in which popular practice during
the era after Warren and Brandeis took a very
different tack, one more consistent with the views
set out by Simmel. Not only was the modern
urban individual seen as living a fragmented ex-
istence, that fragmentation was seen as benefi-
cial, and as something that needed to be
supported.

Written one hundred years before Warren and
Brandeis, the U.S. Constitution does not itself
enunciate a fundamental right to privacy. But it
does in various places lay out what many scholars
have regarded as elements of such a right. The
Fourth  Amendment, concerning searches  and
seizures, is one such element. It states that:

The right of the people to be secure in their persons,
houses, papers, and effects, against unreasonable
searches and seizures, shall not be violated, and no
Warrants shall issue, but upon probable cause, sup-
ported by Oath or affirmation, and particularly de-
scribing the place to be searched, and the persons or
things to be seized.

This amendment limits the actions of govern-
ment. It does so by stipulating that there are
certain cases in which a government (typically in
the form of the police) may not engage in searches
or take the fruits of such searches without first
obtaining the assent of a putatively more neutral
third party (typically in the form of the judiciary).
Indeed, it defines searches as those cases in which
such assent, in the form of a warrant, is necessary.

With respect to the genesis of this amendment,
one can tell a long story, as David Flaherty has
(1967), but there is general agreement about a
shorter version of that story (Amsterdam 1974;
Gutterman 1988; Tomkovicz 1985). On this view
the amendment arose from a perception of abuses
by the British government, particularly its prac-

tice of issuing unrestricted warrants. The right to
privacy since that time has been closely con-
nected to the ability to restrict the sorts of infor-
mation that is publicly available. Finally, privacy
has continued to be seen as having important
social functions; it is commonly seen as essential
to the spiritual and personal development of the
individual and the family, and hence as indirectly
important to society more broadly.

New Technologies and the Changing Private
Realm

At the time of the writing of the Constitution,
the house was seen as the central locus of intimate
activities, and hence as the place where the inter-
vention of the government needed the strongest
justification. But if so,  in the  U.S. it was as-
sumed—in keeping with common law—that
what was important was less that area bounded
by four walls than the somewhat larger area
within which the intimate activities of everyday
life took place; this “curtilage” consisted of (as the
Oxford English Dictionary put it):

A small court, yard, garth, or piece of ground at-
tached to a dwelling-house, and forming one enclo-
sure with it, or so regarded by the law; the area
attached to and containing a dwelling-house and its
out-buildings.

As late as 1924, Justice Holmes alluded to the
curtilage in Hester v. United States; turning for
authority to Blackstone’s Commentaries, he dis-
tinguished between the dwelling-house and cur-
tilage, and the “open fields” beyond, claiming the
distinction to be “as old as the common law”
(1924:59).

Means, Ends and the Changing Nature of
Privacy. But a variety of social, economic, and
technological changes have, over the last hun-
dred years, seemed to widen the arena within
which the presumption of a right to privacy ought
to  operate.  Over  this period, the  area  within
which private activities can take place has been
extended beyond the home and curtilage, to the
workplace, the automobile, and even the tele-
phone booth. Yet these extensions have not been
simple or uncontested. Some have held that
when we apply the Fourth Amendment to new
circumstances, we need to ask the following ques-
tion: Are the actions of the government here
physically like those used in making a “tradi-
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tional” search of a house? Others have asserted
that we need to ask a different and more encom-
passing question: If we were to deny that a tele-
phone booth, for example, can be a place within
which people have a right to privacy, what would
be the impact of this denial on the values that the
Constitution was designed to protect? Some,
then, have believed that the essential issue with
respect to the actions of government is the means
used, while others have argued that we need to
look at the ends that we—and the Constitu-
tion—seek (Amsterdam 1974).

It is useful to couch the discussion of privacy
in recent court decisions, and especially decisions
of the U.S. Supreme Court. The courts do have
an impact, but more important, the Court’s
thinking on this issue can be seen as mirroring
views more widely held. Indeed, I shall argue that
recent Court decisions reflect conceptions of cul-
ture and of technological change that are in ac-
cord with those implicit in practitioners’ thinking
about geodemographics and geographic informa-
tion systems.

In fact, over the last hundred years, the Supreme
Court has wavered between these two poles, for a
time appealing to an ends-based view, then a
means-based view, and sometimes claiming to take
one view while appearing to take the other.3 On one
side, we find a trend begun in Boyd v. United States
(1886:630), which maintained that a person’s
Fourth Amendment right could be violated even
absent a physical search: “It is not the breaking of
his doors, and the rummaging of his drawers, that
constitutes the offence; but it is the invasion of
his indefeasible right of personal security, per-
sonal liberty and private property. . . .” What is
important is not the means used, but rather the
values or ends that might be violated by the action
of the police.

On the other side is the view taken in Olmstead
v. United States (1928:465–66)—a wiretap
case—which held that:

By the invention of the telephone, fifty years ago,
and its application for the purpose of extending
communications, one can talk with another at a far
distant place. The language of the Amendment can-
not be extended and expanded to include telephone
wires reaching to the whole world from the defen-
dant’s house or office. . . . The reasonable view is
that one who installs in his house a telephone in-
strument with connecting wires intends to project
his voice to those quite outside, and that the wires
beyond his house and messages while passing over
them are not within the protection of the Fourth
Amendment. . . .

On this means-based interpretation, a wiretap
involves no invasion of privacy, since there has
not been:

an official search and seizure of his person, or such
a seizure of his papers or his tangible material effects,
or an actual physical invasion of his house “or cur-
tilage” for the purpose of making a seizure.

We think therefore that the wire tapping here
disclosed did not amount to a search or seizure
within the meaning of  the Fourth Amendment
(Olmstead v. United States 1928:4666).

Later courts elaborated on Olmstead’s means re-
quirement of a real, physical search by appeal to
the threshold conditions defined in Hester v.
United States. There the Court decreed that:

the special protection accorded by the  Fourth
Amendment to the people in their “persons, houses,
papers, and effects,” is not extended to the open
fields. The distinction between the latter and the
house is as old as the common law (Hester v. United
States 1924:59).

Olmstead’s means-based decision that wiretaps
were not searches was taken to be the law until it
appeared to be reversed in Katz v. United States
(1967). There the Court appeared to buckle un-
der the weight of technological change and re-
versed itself in a way that looked back to the
values- or ends-based thinking in Boyd. It argued
that even within a public telephone booth, a
person’s right to privacy could be violated, simply
because by closing the door, the individual feels
justifiably isolated from the public world outside.
And, indeed, as we shall see in what follows, the
courts today generally take Katz to have over-
turned Olmstead and to have provided a way of
dealing with the issue of privacy that much more
effectively negotiates a world of ever-present
technological change.

From Individual Facts to the Big Picture.
Still, certain cases have indicated a failure to
appreciate the nature of such change. In one set
of cases, for example, the Courts dealt with
searches that uncovered small “bits” of evidence.
In Smith v. Maryland (1979), in fact, was laid out
what has come to be the guiding interpretation of
Katz, albeit one which draws not from the Court’s
opinion itself but rather from Justice Harlan’s
concurring opinion. In Katz, Harlan argued that
a search has been carried out under the terms of
the Fourth Amendment when the situation meets
“a twofold requirement, first that a person have
exhibited an actual (subjective) expectation of
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privacy and, second, that the expectation be one
that society is prepared to recognize as ‘reason-
able’ ” (361).4 In Smith the issue was a pen register
installed by the telephone company to record the
telephone numbers that had been dialed from the
petitioner’s home. (Such a system was required
before the development of modern computerized
switching systems.) Smith contended that the
acquisition of that list by the telephone company
constituted a search. But in Smith, the Court
decreed first that “we doubt that people in general
entertain any actual expectation of privacy in the
numbers they dial (742).” Moreover:

even if petitioner did harbor some subjective expec-
tation that the phone numbers he dialed would
remain private, this expectation is not “one that
society is prepared to recognize as ‘reasonable’ ”
(Katz v. United States, 389 U.S., at 361). This Court
consistently has held that a person has no legitimate
expectation of privacy in information he voluntarily
turns over to third parties (743–44).

In a more recent case, “United States v. Place”
(1983), involving the use of trained dogs to sniff
for drugs, the Court concluded that the privacy
interests of the people involved were not
threatened because the dogs in question were
capable of discovering only one thing, cocaine.
The Court reasoned that the violation of pri-
vacy required the collection of a larger range of
information.

The issue that these and like cases raise, in the
context of information systems generally and geo-
graphic information systems more specifically, is
this: What happens when each of these individual
items of information is combined into a larger
dossier? One commentator on the issue of
searches suggested the following:

If a police officer, seeking to learn whether my car is
in the garage attached to my home, lies down in my
driveway and shines his flashlight through the half-
inch gap between the bottom of the garage door and
the garage floor, I would be annoyed somewhat by
his choice of method, but my ultimate reaction
would be, “So what’s the big deal?” (Fishman 1988:
349–50).

There might not be a “big deal” if this action were
merely carried out occasionally by a person who
kept the information in his or her head. But once
each individual item of information can be incor-
porated into a larger, geocoded information sys-
tem, the  situation  changes; in a fundamental
sense, it no longer makes sense to talk about a
single-function inquiry: The telephone numbers

in Smith and the cocaine-sniffing dog in Place can
become elements of a much larger system.

Autonomous Technology in the Courts

In this and other recent cases, it is helpful to
see the Court’s vacillation about the relative im-
portance of means and values, and its difficulty in
understanding technological change, as expres-
sive of an underlying set of assumptions about
such change and about the nature of society.5
From its view, change is neutral and autonomous.
To make the statement that technologies are seen
as neutral is to say something rather simple; that
is, that any impacts of a technology derive from
its use, and not from some features inherent in
the technology itself. Well ensconced in public
discourse, this is the view that “Guns don’t kill
people; people kill people.”

The term “autonomous technology” may be
less familiar, but the concept is no less prevalent;
it is the view that:

Technique has become autonomous; it has fash-
ioned an omnivorous world whichobeys its own laws
and which has renounced all tradition. Technique
no longer rests on tradition, but rather on previous
technical procedures (Ellul 1964:14; see also Win-
ner 1977; Street 1992).

Hence, to believe that technologies are autono-
mous is to believe that they contain their own
logics, their own trajectories. The development
of a technology occurs in a way preordained; disk
drives become larger, global positioning systems
become more accurate, CPUs become more pow-
erful, all not because of human decisions, but
rather because once the object comes into exist-
ence, once it is invented, those changes are built
in; they are, in a way, part of the essence of the
object.

The literature on the history, sociology, and
geography of technology is filled with critiques of
these two views; indeed, it is probably fair to say
that few in these disciplines would today hold the
belief that a technology can be neutral, and fewer
still would believe that technology is somehow
autonomous. Nonetheless, the success of  the
courts in laying out these views suggests that they
are broadly held. And more important, by defin-
ing the law as though technologies are autono-
mous, court decisions institutionalize that way of
thinking and render it more true. Unfortunately,
in the context of the conflict between means- and
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ends-based interpretations of privacy law, this
way  of thinking has several untoward conse-
quences.

The Enhancement of Vision. That tech-
nology holds profound implications for what con-
stitutes the private sphere is especially seen in a
set of cases directly relevant to geographic infor-
mation systems because of their use of remote
sensing. Here the issue is the use of technology to
enhance normal means of search. In a series of
cases—Dow Chemical Co. v. United States (1986);
California v. Ciraolo (1986); Florida v. Riley
(1989); United States v. Penny-Feeney (1991)—the
courts have shown their willingness to entertain
the use by law enforcement of increasingly pow-
erful technologies, ones that call into question
what some have seen as a clear boundary between
curtilage and open fields, and which thereby
shrink the area that can be called “private.”

The common-law distinction between the cur-
tilage and open fields had in part defined those
areas within which evidence could be taken at
will and those in which the Fourth Amendment
requirement for warrants needed to be met. Even
within the curtilage, those actions which re-
mained open to view remained public; the police,
it is often averred, need not shut their eyes when
looking at someone’s house or yard. But if the
curtilage  remained  subject  to the gaze  of the
public, it was nonetheless possible to render it
private, by taking the requisite steps, like planting
trees or shrubs or erecting a wall or fence. In
Ciraolo, though, the Court decreed that changes
in technology can require that people take further
steps. In that case, the police flew over a fenced-in
backyard at an altitude of 1,000 feet and were able
to identify marijuana plants growing in the yard.
The Court held:

That the area is within the curtilage does not itself
bar all police observation. . . . Nor does the mere
fact that an individual has  taken measures  to
restrict some views of his activities preclude an
officer’s observations from a public vantage point
where he has a right to be and which renders the
activities clearly visible (California v. Ciraolo
1986:1812).

They continued,

Any member of the flying public in this airspace who
glanced  down  could have seen  everything [i.e.,
marijuana plants] that these officers observed. On
this record, we readily conclude that respondent’s
expectation that his garden was protected from such

observation is unreasonable and is not an expecta-
tion that society is prepared to honor (1813).

In Dow (rendered the same day), the Court made
a similar finding, but with respect to an industrial
site.

Then, in Riley, the Court went further. There
the police had used a helicopter, hovering at 400
feet, to observe marijuana plants through a hole
in the roof of Riley‘s greenhouse, which was lo-
cated in his backyard. As in Ciraolo, the Court
concluded that “Any member of the public could
legally have been flying over Riley’s property at
the altitude of 400 feet and could have observed
Riley’s greenhouse” (451). And a Hawaii District
Court went even further, in Penny-Feeney (Steele
1991, 1993). There police in a helicopter used a
FLIR (forward-looking infrared device) to discern
heat emissions from a garage, within which they
believed that marijuana was being grown, aided
by heat-emitting grow lights. On the basis of the
photographs, they obtained a search warrant.

If, in Penny-Feeney, the police went beyond the
usual binoculars and flashlights, two rather differ-
ent cases raise this same issue of sense enhance-
ment in the context of a different technology. In
United States v. Knotts (1983) and United States v.
Karo (1984), police used beepers to identify the
location of individuals. The beepers allowed them
to track the individuals for long periods, develop-
ing a story about where and with whom they (and
their drug-producing, beeper-laden cargo) had
been.

Each of these cases is slightly different, but
what they have in common is the use of technolo-
gies—helicopters, airplanes, FLIRs, beepers with
radio direction finders—which belong to a tech-
nological “family.” In the case of the beeper, a
geographic information system would allow not
just tracking but  mapping of the  automobiles
involved. In the case of Dow, the cameras used
were mapping cameras. In Penny-Feeney, the tech-
nology used is the very technology used in satel-
lite remote sensing. And in Ciraolo and Riley, the
principles used are indeed those of remote sens-
ing. In each case, the technological devices are
used to enhance normal vision, to make visible
what was previously not. The courts have tradi-
tionally drawn a line, not allowing the govern-
ment to use technologies not readily available to
the public. But here the courts seem to be accept-
ing the view that as what is “readily available”
changes, so too does the nature of the technology
that the government can use.
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Here, as in the cases above of beepers and
drug-sniffing  dogs, the courts have argued  as
though technological changes are natural, and as
though everyone ought to accede to them—and
rethink the right to privacy. And here, too, that
rethinking has generally been in the direction of
diminishing the power of the individual and in-
creasing the power of government.

Autonomous Technology and the Reason-
able Expectation. This returns us to the issue
raised in Katz, the nature of reasonable expecta-
tion. Appealing to the Katz criterion for the “rea-
sonable expectation of privacy,” the Court has
interpreted “reasonable expectation” in a way
that allows the reasonableness of that expecta-
tion to change along with technological change.
Granted, the Court has not to date allowed the
introduction of satellite imagery into domestic
cases (although certainly these images are used
internationally, and used by the U.S. government
in its anti-drug program in Latin America). But
as the resolution of images becomes better and
costs lower, these images may very well become
so common that it will make sense to argue that
the use of them by police is consistent with popu-
lar practice. Indeed, the rapid and widespread
adoption of global positioning systems and the
development of private satellite systems, ex-
pected within two to three years to be producing
commercially available images with a resolution
of one meter, suggest that this may not be so far
off as many on the Court have believed. Yet to say
that popular practice may involve the widespread
use of global positioning systems and of remote
sensing is not at all to say that people will take the
results of those practices to be reasonably ex-
pected.

In fact, to say that society is prepared to accept
something as reasonable is at once to make a
complex decision. It is to appeal to a corporate
body, “society.” It is to ask of that body that it
envision something about the future. And it is to
ask that it render a judgment about that future.
Nonetheless, in a concurring and influential
opinion in Riley, Justice O’Connor without com-
ment redefined the Katz standard of what “society
is prepared to recognize as ‘reasonable’ ”:

If the public rarely, if ever, travels overhead at such
altitudes [400 feet], the observation cannot be said
to be from a vantage point generally used by the
public and Riley cannot be said to have “knowingly
expose[d]” his greenhouse to public view. However,
if the public can generally be expected to travel over

residential backyards at an altitude of 400 feet, Riley
cannot reasonably expect his curtilage to be free
from such aerial observation (Florida v. Riley 1989:
455).

If the two statements in Katz and Riley seem
similar, note the differences: Katz referred to “so-
ciety” as a corporate body; in speaking of the
public traveling over backyards, O’Connor is
surely talking at most about groups of individuals.
Katz referred to what society is “prepared” to
accept; O’Connor referred to what people in fact
do. And Katz referred to the “reasonableness” of
the expectation;  O’Connor,  again, referred to
people’s behavior.

In effect, O’Connor suggests that we can read
off society’s preferences from the current state of
society and that we should see society simply as
an aggregate of individuals. The first suggestion,
which derives an “ought” from an “is,” is simply
silly; one need not read the critical literature on
revealed preferences, but need only look around
to find that individuals do not at all accept as
reasonable a great deal of the ways things are.
Certainly it makes little sense to deduce from the
fact that one often hears helicopters overhead the
conclusion that people see this as reasonable, and
equally see as reasonable that what they do in
their backyards or even their homes is in plain and
open view. Here it is the implicit belief in autono-
mous technology, the belief that this technologi-
cal change is occurring in a natural way, one
intrinsic to it, that allows the easy conclusion that
the changes are to be “reasonably expected.”

This theory has allowed the courts to avoid
confronting the consequences of these techno-
logical changes for the very practice of govern-
ment. For example, there is in government offices
today a huge store of data that are available to the
public, and some of these data are now being
incorporated into information systems, including
geographic information systems. There is a ten-
dency to see this incorporation as failing to raise
any important issues, simply because the data
were always available. But it is important to rec-
ognize that the decision to make those data freely
available was made when “freely available” meant
something very different from what it now means;
the people who supported laws making certain
kinds of data available understood the operation
of those laws only in terms of the technologies
available to them, and the regulations were al-
most all written before the development of com-
puters and geodemographics.
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In concert with the courts’ implicit theory of
technological change, this failure to look beyond
the individual to the social and cultural value of
privacy is particularly dramatic. The courts have
allowed first this, then that diminution of the
arena within which a person can see her behavior
as truly beyond surveillance, but have imagined
that no structural change will grow out of the sum
of those individual changes. This has led the
courts to imagine that a society in which every-
one’s actions are under constant surveillance will
be no different from one in which only some are
sometimes under surveillance (Granholm 1987).
While explicitly embracing the ends-based Katz
interpretation of the Fourth Amendment, the
courts have in fact been basing their opinions on
a view in which technological change is seen as
neutral and autonomous; they have deferred to a
means-based view wherein means and ends are
increasingly the same.

On the Value of Privacy

Of course, most of the recent privacy-related
cases that the U.S. Supreme Court has decided
have concerned activities—like drug smuggling
(but also terrorism and child pornography, to-
gether often invoked as a kind of mantra in com-
puter-network-related cases)—that have a sordid
side. Few in the public are galvanized to protest
by the sight of a drug smuggler being sent off to
prison. And indeed, for this very reason many
people simply shrug off the changes that have
been occurring in the legal definition of the right
to  privacy, and  hence of  the  institutionalized
definition of  the private realm  itself.  Further,
some, seeing themselves as hard-headed, have
argued that the appeal to the private is simply
nostalgic, a sign of a kind of mental illness. And
finally, some have argued that since any privacy
regulation is certain to work to the benefit of the
wealthy—one (apparently) apocryphal story has
it that the original Warren and Brandeis article
grew out of their distaste for the paparazzi—we
ought just to give it up, to live lives that are
transparent to all.

Yet a bit of reflection suggests the difficulty
with all of these positions. The difficulty is, put-
ting the matter simply, that the private realm
performs important functions in the life of the
individual and the group. It is in private that
people have the opportunity to become individu-
als in the sense that we think of the term. People,

after all, become individuals in the public realm
just by selectively making public certain things
about themselves. Whether this is a matter of
being selective about one’s religious or political
views, work history, education, income, or com-
plexion, the important point is this: in a complex
society, people adjust their public identities in
ways that they believe best, and they develop
those identities in more private settings.

As scholars we are all well aware of this. Few
of us, after all, would wish every draft of every
paper and lecture to be open for public scrutiny.
And we are aware of it as political beings; in a
society in which political power is unevenly dis-
tributed, the possibility of the less powerful be-
coming more powerful depends on the possibility
of private activity. The ability to engage in these
adjustments is contingent on the possibility of
there being private places in which the elements
of the identity can be assembled and tried out.
And it is contingent on there being some realm
of private data. Just as we rely on the possibility
of doing things in places that are out of sight, we
rely on the possibility of some facts about us
drifting out of sight after the passage of time. We
all assume that there are things about us that
others will forget, and we are thereby able to feel
that we live in a society where there is the possi-
bility of redemption (Reiman 1984; Schoeman
1984).

What I have said of the individual applies, too,
to the group. The creation of a group is contin-
gent on the development of a border, a boundary
between the member and the nonmember, the
included and the excluded. If, in American soci-
ety, the discourse about the privacy of groups is
less well theorized—indeed, to most the idea of
“group privacy” seems almost an oxymoron—the
idea is nonetheless embedded in everyday life.
Political and religious groups wish to plan and
pray in private, and to have some sense of control
over the image that is propagated of them.

The refiguration of what counts as a right to
privacy, then, has the potential of having impor-
tant consequences at a variety of scales. So in the
context of a general acceptance by jurists—not
to mention the computer software and hardware
industries—of the inevitability of the technologi-
cal change that feeds the redefinition of the right
to privacy, it is all the more important to under-
stand the potential implications of these changes.
As I shall argue, geographic information systems
and geodemographic systems have the potential
to effect changes in this right in a number of ways.
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Geographic Information Systems,
Geodemographics, and the
Assault on Privacy

If geographic information systems have a wide
range of uses, some well outside of the normal
practice of geography, geodemographics
seems—despite the name—to fit well within the
usual concern of geographers. Combining census
and other areally coded data with data about
individuals and households, geodemographics
creates social, cultural, and economic profiles first
of areas and then of their residents. These profiles
are useful for site selection and political redistrict-
ing, and for drawing inferences about the house-
holds and individuals in a particular area.

The development of these systems since the
late 1970s has been boosted by the growing avail-
ability of inexpensive computers with large-scale
storage capabilities, and by the accompanying
proliferation of computerized governmental and
commercial databases. Governments in some
countries have supported this development by
supplying inexpensive databases; within the U.S.,
the Postal Service has gone so far as to offer
economic incentives to large-scale  direct-mail
campaigns. They have, for example, provided
change-of-address information to help direct
marketers keep their lists up to date and even
assisted marketers in obtaining complete lists of
households in an area (Branscomb 1994). With
this aid, a number of companies have developed
comprehensive geodemographic systems. In fact,
one, Claritas, has been so successful that it has
been the subject of popular books (Larson 1992;
Weiss 1988).

These systems are, in one sense, quite unex-
ceptionable. Their aim is simply to characterize
areas or regions of people with similar lifestyles,
based on the assumption that people tend to live
in close proximity with others like themselves.
The characterization is, by and large, an inductive
one; large amounts of data are fed into a com-
puter, and using numerical taxonomic methods,
a vast number of places are grouped into a smaller
number of large areas.6 In the first-generation
systems, the U.S. was subdivided into geographic
areas of 200–300 households each, each of which
was characterized as belonging to one of perhaps
twenty to forty basic types. Newer, microscale
geodemographic systems use the same methods,
but produce areas at much smaller scales, in some
cases with as few as five to fifteen households.

And the newest systems promise to operate at the
scale of the “rooftop.” In either system, marketers
claim to be able to target their campaigns more
efficiently at regions of a particular type, thereby
saving money, aggravation, postage, and trees.

Described in this way, these systems seem quite
benign, but because of the ways in which they
treat information about individuals and house-
holds, they nonetheless have been a source of
anxiety, a new version of one prevalent in the
1960s and 1970s. Then, as computers became
more powerful and readily available, people be-
gan to worry that governments might, using com-
mon identifiers like social security numbers,
combine disparate data files into single compre-
hensive dossiers on each individual.  Concern
about the possibility of this process of data match-
ing led in the U.S. to the passage of the Privacy
Act (1974), the Computer Matching and Privacy
Protection Act (1988) (which applied only to
government data), and to other, more specific
legislation such as the Video Privacy Protection
Act (1988). These acts are widely concluded to
have been ineffective, largely because they allow
for exceptions when matching or other data use
can be classified as “normal and routine,” and
because what is normal and routine has been so
broadly construed; as Marx and Reichman said of
the 1974 Act, “Broad interpretations of ‘compat-
ible purpose’ have made it possible to include
nearly any government-initiated venture” (Marx
and Reichman 1984:440).

Geodemographic systems do, in part, use data
matching—they are exempt from the legal con-
trols of the Computer Matching and Privacy
Protection Act because they are not governmen-
tal—but more important, they use a new version
of data matching called data profiling. There the
key used for connecting databases is not the social
security number, but the geographic coordinate.
Geodemographic systems begin with data aggre-
gated at an areal scale, and then typically associ-
ate those data with data about individuals or
households. The association involves two steps.
First, a marketer acquires information on individ-
ual purchasing habits, automobile and home
ownership, voting preference, religion, and so on.
Second, these data are combined with areal so-
cioeconomic data in order to create  an areal
profile of residents’ “lifestyles.” It is here, some
would suggest, that the users of these systems run
up against the issue of privacy. It is not hard to
imagine various situations in which a person’s
right to privacy may be violated, and here, to
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alarmists like Larson (1992), images of Big
Brother and of 1984 come all too easily to
mind.

Even in the absence of effective legislation, it
might in principle be possible to deal with certain
of geodemographics’ potential threats. In the
U.S., for example, it is typical to argue that those
who find their privacy rights violated can find
recourse by filing a civil suit. And other countries
have developed a wide range of means of protec-
tion, including data protection commissioners,
ombudspersons, and the like (Flaherty 1989;
Bennett 1992). What many of these remedies to
assaults on privacy have in common is an adher-
ence to what have come to be termed “fair infor-
mation principles (or practices).” Codified during
deliberations on the 1974 Privacy Act, these prin-
ciples assert that the existence of any system of
information must be publicly available knowl-
edge, that individuals ought to have access to
data about themselves and ought to be able to
correct erroneous information, that personal data
ought to be collected only where necessary and
used only for the purposes for which they were
collected, that personal data ought not to be
disclosed to another group or agency without
some sort of consent, and personal data ought to
be protected.

Whether in a U.S.-style tort and civil liability
system, in a system based on the registration of
databases with government officials, or in a sys-
tem based on an ombudsman, many would argue
that these principles establish a set of criteria that
any privacy-protection system ought to meet. But
there are three ways in which geodemographics
and geographic information systems more gener-
ally call into question the possibility of adherence
to these principles.

Undisciplined Information

The first limitation on these privacy remedies
is related simply to the widespread use of the
systems. A quick glance at magazines like Ameri-
can Demographics or Direct Marketing will show
that the systems I have listed in Table 1 constitute
only a fraction of the large and growing number
of suppliers of demographic and geodemographic
data in a large variety of types. The sorts of data
used in geographic information systems and
geodemographics have become such valuable
commodities that skeptics have made a variety of
attempts to regulate them while producers have

pressed (often successfully) for special treatment
for an industry that they regard as central to
America’s economic well-being (Curry 1996a).
The fact that a range of organizations, from the
Council of Europe to the European Community
to the Organisation for Economic Cooperation
and Development (OECD), have attempted to
regulate the flow of data underlines their impor-
tance (OECD 1976; Commission of the Euro-
pean Communities 1992a, 1992b; Council of
Europe 1973, 1981a, 1981b, 1986). So too does
controversy raised in 1996 as the World Intellec-
tual Property Organization—with U.S. govern-
ment support—attempted to establish new and
sweeping rules for the protection of databases
(Greene and Rizzi 1997).

It is easy here to imagine that something very
simple is going on, and I think many casual critics
have been misled by a dated and anachronistic
image of computers. This image was born in the
1960s and nurtured in the 1970s in a series of
reports on the threat posed by computers to in-
dividual privacy (Columbia Human Rights Law
Review 1973; Rule 1973; Westin 1972). These
reports expressed widespread fears that the gov-
ernment would build substantial databases of dos-
siers on individuals and that the computer would
facilitate this task by allowing the combining of
separate files into larger dossiers. This fear has
given rise to a guiding image of the Benthamite
Panopticon, where all is visible from a central
point (Bentham 1791).7

But the fear of the Panopticon was based on an
authoritarian image of the computer as a large,
expensive, and technologically complex machine
accessible to but a few. Since the early 1980s,
however, the reality has been very different be-
cause of the extraordinary proliferation of inex-
pensive computers. This reality was driven home
several years ago in the case of Lotus Market-

Table 1. Some Current Geodemographic Systems

System Vendor

Atlas MarketQuest TM Strategic Mapping
DNATM Metromail:

R.R. Donnelley
Lifestyle Selector National Demographics

and Lifestyles
MicroVision® Equifax National

Decision Systems
NichesTM Polk Direct
Prizm® Claritas NPDC
Solo® Trans Union
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PlaceTM. This product was a CD-ROM-based
system that would have provided data on seven
million of the nation’s businesses and 120 million
of its households. Promoted as a means of provid-
ing small and medium-sized marketers and mail-
ers with information long available only to large
corporations, the business version  of  Market-
PlaceTM was introduced in the autumn of 1990,
with the household version expected to follow in
the winter of 1991 (Bain 1991; Huber 1990). It
was not to be; as one newspaper reported:

The introduction of Lotus Development Corp.’s
Lotus MarketPlace: Households database is being
halted because of unusual pressure from consumer
and privacy advocates. The software publisher de-
cided that the database . . . is not worth the contro-
versy. Over 30,000 people have called Lotus and
demanded that their names not be included on the
database (O’Connor 1991: C1).

Many saw this argument as silly, aimed as it was
against data that were already available (Seymour
1991; for later analyses see Culnan 1991; Gurak
1995, 1994). But those who objected to Lotus Mar-
ketPlaceTM had a point—with this system, we were
discarding the old view of a centralized computer in
the hands of Big Brother and replacing it with
something much worse. With a centralized data-
bank, it was at least possible in principle to locate
eachpieceofdataaboutan individualandtocorrect
or delete those data that were incorrect. But that is
impossible in the current situation; no one can hope
to know who has which data about a household or
individualor who has outdated or inaccurate data.
If it is difficult to recall defective automobiles, it
is even more difficult to recall every CD-ROM,
every backup copy, and every map and table that
includes infringing data. In the end, all that Lotus
was able do for those 30,000 people who wished
their names to be excluded from MarketPlaceTM

was to tell them that their names would be ex-
cluded from future editions. The data already in
the  hands of consumers were there for good.
Indeed, the case of Lotus MarketPlaceTM shows
that our worry ought not to be the Benthamite
Panopticon, but rather the “Mirror World” envi-
sioned by David Gelernter, where anyone can see
any part of the world, at any level of detail, at any
time (1992).

The Power of the Visual

If this problem of undisciplined information is
intrinsic to geographically based systems, it is not

exclusive to them. One can see the same difficul-
ties with any information system, including radio
and the newspaper. But a second feature of the
systems, their reliance on the visual, sets them
apart from other information systems and creates
a second limitation to traditional privacy reme-
dies. Here the problem arises from the way in
which visual representations are “read.”

In the first instance, this difference arises be-
cause those who produce geodemographics use
their analyses to characterize neighborhoods or
areas in terms that by and large suggest that those
neighborhoods are homogeneous. The areas are
typified in colloquial and highly general terms, as
“Hard Scrabble” (PRIZM®) or “X-Tra Needy”
and “Zero Mobility” (NichesTM) or “Low Income
Blues” (MicroVision®). While these names may
not be perceived as a problem, one wonders who
would not feel slighted to find that his or her
neighborhood was titled “Zero Mobility” rather
than “Working Hard” or “Very Spartan.”

A version of this problem arises in the analysis
of statistical data referred to as the “ecological
fallacy.” The fallacy is committed when the ana-
lyst or reader assumes that the average individual
within an area represents any given individual
therein. Because the ecological fallacy is a way of
thinking with which anyone who publishes statis-
tical research must contend, some might argue
that there is no reason to single out visual repre-
sentations produced within geodemographics.
But there  is in fact a difference between the
commission of the ecological fallacy in statistical
work where results are displayed in, for example,
tabular form, and its commission in the case of
mapped data. This is because people tend to see
maps as direct representations of reality in ways
that tables and charts are not. There is ample
evidence of this. We see it in the ways people
misread conformal projections, inaccurately con-
cluding for example that Africa and Greenland
are of similar size. Within geography, carto-
graphic theorists have made a similar assumption;
they have believed it possible to develop schemes
of map representation that the average person
can read directly, and without interpretation or
error. As Robinson put the matter,

Your main objective in designing a map is to evoke
in the minds of viewers an environmental image
appropriate to the map’s purpose. . . . [So] When
designing a thematic map, you must be sure that the
modulations of marks and symbols you choose work
together graphically to evoke the overall form of a
distribution (Robinson et al. 1995:316–17; see also
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Dent 1972; Flannery 1971; Castner and Robinson
1969).

Indeed, until very recently, this view was the law
of the land in the U.S. It was only in the 1992
District Court decision in Mason v. Montgomery
Maps that the courts for the first time held that
differences among maps might have an impact on
the perception of the data on those maps; pre-
viously they  had  held  that  differences  among
maps of the same subject were merely decorative
and inessential, and that any two map readers
would “see the same thing” when looking at a map
(Mason v. Montgomery Maps 1992; Wolf 1992,
1993).8

Here, then, the issue of privacy is raised not
simply because data are uncontrollable, or may
contain factual errors about individuals. Rather,
concerns arise just to the extent that it is possible
to produce visual representations that any rea-
sonable reader will directly read as associating
characteristics of behavior or belief with individu-
als or members of households. In an important
sense,  such  maps  paint their subjects, and in
colors that may be inaccurate or damaging, that
may impute to those subjects behavior or beliefs
that they maintain  should remain out of the
public eye. One might reply that the danger here
is not merely with geographic information sys-
tems or geodemographics, but with maps or visual
representations more generally. This misses the
more critical point, that the ease of computer
mapping, combined with the increasing availabil-
ity of data sets, has made maps more readily
available and made the possibility of privacy in-
fringement much more likely.

Data Matching and Data Profiles

Beyond the spread of undisciplined data and
the ready appeal to the visual, geodemographic
systems pose  a third threat  to the traditional
means for the control of infringements of the right
to privacy. This is through their use in the con-
struction of data  profiles. One of the earliest
concerns raised by computers was that of data
matching. To prevent the creation of large dossi-
ers on individuals, proponents of the Computer
Matching and Privacy Protection Act of 1988
intended that the Act, at least in the arena of the
government, make the merging of databases more
difficult. Yet geodemographics makes it possible
to merge databases in a way that circumvents the

law. These  systems  enable a user to create a
profile of an individual not by the collation of
individual data across government agencies, but
rather by combining individual data with other
publicly-available aggregate data, data geographi-
cally coded at the level of census block groups,
postal carrier routes, and rooftop geocoding. Us-
ing a wide variety of characteristics and data that
are publicly available, one can create a very prob-
able image of a person.

So in an important sense, the development of
data profiling, where those profiles are attributed
to individuals, portends an urban environment in
which it is possible that any person I telephone
will, beginning with a Caller ID system (or the
Automatic Number Recognition equivalent,
standard with toll-free telephone numbers) be
able to identify my name, address, and demo-
graphic profile. It may well be an environment in
which those in “better” neighborhoods automat-
ically get faster customer—or even emer-
gency—services. And it is equally possible that
systems be set so that calls from people with some
profiles are not answered at all.

As a result, the use of data profiling undercuts
the possibility of privacy (as do the development
of undisciplined information and the use of visual
representations) to the extent that it renders it
difficult to apply the set of fair information prac-
tices mentioned above. Indeed, in a geode-
mographic world, where profiles are constantly
being created, marketed, and recreated, it is hard
to see how any individual today can know
whether he or she has adequate knowledge of
which data exist, has access to those data, has the
ability to correct those data, or can be assured that
data have been collected only where necessary.

Rethinking Culture and
the Individual

There is a third very general set of effects of the
GIS family on the right to privacy. As in the case
of technological change more generally, we see
here a set of forces that are not acting simply to
render it more difficult to protect the privacy of
individuals. Rather, we are seeing forces that are
restructuring fundamental features of the social
world. In a geodemographic world, we see an
ongoing reconceptualization of the objects that
make up the world. Social and cultural groups are
redefined  as  mere  aggregations  of individuals.
Places are defined as locations to which are at-
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tached merely contingent sets of features or at-
tributes. And cultures and places come to be seen
as composed of or inhabited by individuals whose
names and bodies come increasingly to be arma-
tures to which are attached geodemographically
constructed identities.

Perhaps most obvious here is the redefinition
of the relationship between the individual and the
group. In order to understand what I mean, it will
be helpful first to ask just what the relationships
among members of a group and between them
and the group might be. There are, of course, a
variety of alternatives. In some cases, we feel
justified in believing that we have no relationship
with some people, other than that we are people.
This would be true in the extreme if we were to
find our names on a list randomly chosen from
the names of everyone in the world. We likely
would wish to say that we have a closer relation-
ship with all those people with whom we work, or
with whom we share a bus or airplane. We may
feel that we have little connection with them, but
it remains that we are connected just to the extent
that we are sharing that vehicle with them.

Many people would argue that with some peo-
ple, they have much closer relationships. Many,
for example, see those in their families or their
hometowns or churches or even their workplaces
as so close to themselves that “they are part of
me.” As Eric Voegelin (1940) showed in the case
of political bodies, this idea of the intrinsic rela-
tionship of the individual to the whole is a long-
standing one. Whatever the disadvantages of this
idea, it remains that the sense of belonging in
some intrinsic way to a larger body, whether a
nation or a neighborhood, has long been a critical
part both of the individual’s motivation to act in
some larger interest and of the group’s ability to
exhort the individual to such actions.

But geodemographics and geographic informa-
tion systems, like other similar sets of tools, offer
a different image of the relationship between the
individual and the place or group. Within a
geodemographic system, “lifestyles” are the units
to which one belongs, and that belonging is
strictly a contingent fact. A lifestyle is, after all,
nothing more than a statistical aggregation. True,
these lifestyles are increasingly described with
evocative names and described in the narrative
terms of a situation comedy or soap opera. But
these evocations do no more than obscure the
evanescence  of the lifestyle. One can change
one’s lifestyle just as O’Connor’s airline passenger
changes altitude—without being aware of it.

Weiss makes this clear in his popular book The
Clustering of America. For example, he charac-
terizes the group “Blue Blood Estates” as people
who subscribe to Barron’s at 9.44 times the aver-
age for the nation as a whole, who buy Jaguars at
17.58 times that rate, who drink bottled water at
2.54 times that rate, and so on (1988:271). All of
these features are merely contingent elements of
those neighborhoods. Doubtless the consump-
tion patterns in Blue Blood Estates change rap-
idly, as do the residents. But it is almost certain
that a newcomer who evinced every single one of
those behaviors could move into the neighbor-
hood, yet not be accepted. The way this may
occur is critically missing from the geode-
mographic representation of groups. In fact, there
seems little in geodemographics that would en-
able us to say of a group, viewed at two different
times, that it is the same group. If Blue Blood
Estates is defined in terms of a set of charac-
teristics, as a kind of lifestyle or stereotype, is there
any guarantee that any of the people who belong
to it today will belong to it tomorrow? May one
not move in and out of such a group without
knowing it? Indeed, it is easy to imagine a situ-
ation in which all of the members of a particular
group “moved on,” replaced by others as they
themselves migrated to some other or even new
group. At the same time, the groups themselves
are  subject to change, and such changes  can
occur for a wide range of reasons. This fluidity,
the contingency of relationships among charac-
teristics that define geodemographic groups, the
contingency of membership in the groups, and
the contingency of the groups themselves, points
to the real problem that they pose—they look
very much like traditional means  for dividing
individuals and characterizing groups, but in the
end, they are fundamentally different from the
means that people use in their everyday lives.
There group membership and individual identity
are inextricably connected with memory and his-
tory and with the belief in the continuity of the
elements that make up the social world. To use a
geodemographic model as a replacement for more
traditional means of characterizing cultures is to
dismiss those features—memory, history, and
continuity—that have been the very bases for the
institutionalization of cultures.

In the same way, there is something missing
from the geodemographic representation of
places. Here, and as in the case of communities
or groups, the relationship between the individual
and the place or neighborhood is represented as
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one that is strictly contingent. Put the other way
around, a place is a concatenation of individuals,
connected through a set of contingent relation-
ships. The place itself is simply a spatial location
that has attached to it such a set of individuals.
But as the geographical literature has long made
clear, the relationship between people and places
is far richer and more complex than that. People
construct the places in which they live in a wide
range of ways—by developing rituals and cus-
toms, by telling stories, by attaching names and
symbols and categorizations to them (Curry
1996b; Tuan 1977). As with social groups, the
relationships between people and the places in
which they live are often strong and enduring; as
David Lowenthal has noted, in the Crusades,
people died of nostalgia, of homesickness (1985).

More to the point here, both social groups and
places are themselves fundamentally normative.
That is, within a group or place, certain things are
seen as acceptable, others are not. Indeed, the
very practices and attitudes that define a place,
far from being neutral criteria, are themselves
normative; the features that people see as defin-
ing a place tell us both what is seen as right and
wrong there and what is seen as characteristic of
the place itself. To do certain things is to be seen
as a bad neighbor; to do others is to be no neighbor
at all. Any group or place has as a part of those
defining elements a sense of what is counted as
private, of what sorts of behaviors are seen as
violations of those standards and of what sorts
render one beyond the pale. Indeed, the practices
that define the private and the public can best be
seen as elements in the spiritual and moral devel-
opment of both individual and group. Privacy,
that is, is fundamental to the functioning of soci-
ety (Reiman 1984; Wasserstrom 1984; Rachels
1985; Gerstein 1984; Gavison 1983).9 To fail to
see this is to risk being led, once again, down the
path of Lotus MarketPlaceTM.

The Challenge of the Virtual
Individual

But if the geodemographic form of geographic
information systems represents society in an ema-
ciated way, it represents the individual in a way
that is complex and contradictory. As it creates
data profiles, it constructs a world of virtual indi-
viduals or digital puppets (to use two common
names for them), and they raise serious problems
for the maintenance of a right to privacy. Indeed,

the various calls for controls on data matching
were, in an important sense, attempts to protect
the individual from government by institutional-
izing that fragmentation; the fragmented individ-
ual, it was argued, was safer from government
control, safer from the Panopticon.

Now, if we turn to current versions of geode-
mographics, we see, in one sense, images that
suggest that individual identity is unitary. For
example, in Polk Direct’s NichesTM, we see the
typical “Working Hard” (average income under
$20,000; average age 49) described in the follow-
ing way:

My late husband Jerry and I used to kick ourselves
all the time for not going to college. Oh, I’m doing
alright [sic], but it’s hard. I really have to work a lot
just to stay on my feet. . . . Anyway, even though I
work a lot, I do take my share of cigarette breaks.
My mom used to smoke too, but what she can’t
understand is all the health foods I buy. What can I
say? One thing my mom can understand though, is
the fact we buy only American cars (Polk Direct
n.d.).

Here the appeal to narrative conveys a more vivid
sense of the individual as one who has a unified
identity, where the parts are intrinsically inter-
connected.

An obvious complaint here, one mentioned
above, is that when decisions are made on the
basis of these data profiles—themselves con-
structs of “real” facts about my past purchasing
habits, as well as inferences drawn from ag-
gregate data—I am being treated not like “me”
but like a caricature. In the image of the
1960s–1970s, I am being treated like a number, a
category, a class. There is something to be said for
this argument. After all, when the content of both
news and advertising available to me is first fil-
tered through a set of suppositions about what I
“really want” as a member of some group, in an
important sense, I have lost control of my life, and
am no longer able to make free and informed
decisions.

Recent geodemographic systems, such as Trans
Union’s Income Estimator (TIE), attempt to rem-
edy at least a portion of this problem by moving
to the level of the individual. According to Trans
Union:

TIE does not rely on household income data. TIE
does not assume that people earn the same income
as their neighbors. . . . TIE is calculated from indi-
viduals’ previous and current behavior. This objec-
tive information is gathered from Trans Union’s
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national database, covering the spending and pay-
ment behavior of more than 160 million consum-
ers. . . . TIE examines 23 behavioral characteristics
identified as most predictive in establishing individ-
ual income (Trans Union 1994).

Many  people would  probably say that  Trans
Union’s claim, that their databases are much
more accurate than those of other companies,
does little to assuage their fears of a loss of
privacy. Most, indeed, would very likely have
the opposite reaction, that this simply makes
them more worried. But I would suggest that
the recent move in geodemographics to more
and more individualized profiles offers a means
for dealing with the privacy concerns raised by
these systems.

I have said above that we might think of the
products created by data profiling as “digital indi-
viduals.” So when I apply for credit, the bank
officer “sees” a digital individual; when a credit
card company asks Trans Union for a list of pros-
pects, it gets a list of digital individuals; and when
the local pizza company sends out a mailing, it
sends it not to me, but to a digital individual, one
who shares my name and address. There has been
a tendency to see these digital individuals as mere
“puppets,” as images lacking the reality that the
“real me” has. But to see them in this way is to be
seriously misled. After all, it is today quite com-
mon to see individuals as having fragmented per-
sonalities. This notion, implicit in criticisms of
data matching, is also the cornerstone of Erving
Goffman’s work (1959, 1981).  More recently,
other sociologists have made related points (Gid-
dens 1991; Bourdieu 1986), and in the field of
computers, Sherry Turkle (1995) has forcefully
argued that on the Internet, people live nothing
but fragmented lives.

Indeed, I would argue that the solution to a
large category of the problems raised by geode-
mographic systems  and by certain versions of
geographic information systems and the GIS fam-
ily is to take digital individuals seriously. We need
to see them as important, permanent features of
our society and ourselves. Once we begin to un-
derstand that these individuals—carrying our
names, addresses, and social security num-
bers—are  talking for us,  representing us,  and
making decisions for us, we can see that they are
very much like the fragmented parts of ourselves
that we present in every part of our everyday life.
The digital individual in my credit report is very
much like the individual that rents a videotape or
deposits a check or rides the bus. It exists in a

particular place, but only for a particular purpose.
Once it leaves the store or bus or bank, it for all
practical purposes ceases to exist. If we take it as
obvious that we have control over our actions in
the video store or on the bus, we ought too to
conclude that as holders of our own identity in a
more continuous, physical sense, we should have
control over that much wider range of virtual
selves, to the creation of which we have been only
partially willing collaborators. Here, with Fou-
cault, we need to acknowledge that if it has been
traditional to see those in the information indus-
try as selling information about people, it makes
more sense to see us as authors of our own lives,
of our identities as real and virtual. The informa-
tion industry acts more as editors and publishers
of those virtual identities. And so, just to the
extent that geodemographics and geographic in-
formation systems create the tools that render
those digital individuals more real, they
strengthen the case for treating them as real. And
if in other ways—in their association with the
belief in autonomous technology and their de-
struction of  the principles of  fair  information
practices—they remain a threat to privacy, in this
way they offer a solution to the threat to the
individual.

If this seems an odd, even eccentric, view, I
suggest that it is neither. Indeed, to adopt this
view is to link the issue of privacy with that of
intellectual property, in the following way. As is
well known, there are two main traditions in
intellectual property regulation, the Anglo-
American labor-based tradition and the
Hegelian-based personality theory, or theory of
moral right. By contrast, in the theory of moral
right, a piece of property is seen as, in a funda-
mental way, an expression of the personality of
the owner; indeed, one becomes fully human only
by owning property, just because only in that way
can one show the world who one is. This theory
of property is not simply a wild fantasy. Personal-
ity-based theory was developed not as an attempt
to provide a normative basis for property rights,
but rather as an attempt to understand how prop-
erty actually works in a modern society. Further,
it is central to European systems of intellectual
property; it is formalized in the major interna-
tional convention on intellectual property, the
Berne Convention (Berne Convention 1979), to
which the U.S. is a signatory.10 In the case of
works of creativity, this theory has a number of
corollaries, among them, that the work is seen as
an intrinsic part of its owner and that fundamen-
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tal features of the work are permanently attached
to the author and cannot be alienated.

Most important, though, is a right closely re-
lated to the right of privacy, the right of divulga-
tion; a prospective author cannot be held legally
liable for failing to produce a contracted work,
since to do so would be to force the author to
represent herself in a way of which she did not
approve (Curry 1996a, 1996b; Ginsburg 1989;
Katz 1951; Hughes 1988; Roeder 1940; Sarraute
1968). So to take the digital individual as real is
to offer a conception of the individual that con-
nects the concepts of privacy and intellectual
property, while appealing to well-established bod-
ies of theory and well-established institutions. At
the same time, because the theory of moral right
places the individual fundamentally and intrinsi-
cally in the context of the social, it is to move away
from the individualist bias that has underlain
both the theory and practice of geographic infor-
mation systems and geodemographics—and that
has made it so difficult to understand the prob-
lems they raise for privacy.

Notes

1. Here I leave aside a variety of related issues. Of
special interest are the issues of intelligent trans-
portation systems and of electronic monitoring of
released prisoners, both  of which have strong
geographic components. For the former, see Agre
and Harbs (1994) and Alpert (1994); for the
latter, see Corbett and Marx (1991) and Aungles
and Cook (1994).

2. My thanks to Rohan Samarajiva for pointing this
out.

3. In the analysis of court cases that follows, all of
the decisions except United States v. Penny-Feeney
were written by the U.S. Supreme Court.

4. So in fact we have here a two-part requirement.
First, if police have gained evidence from a place
that is an “open field,” no search warrant is re-
quired, because of common law. And second, if
the evidence has been gained from a place not an
open field, from a home or the curtilage, for ex-
ample, then the two-fold test laid out in Katz
comes into play.

5. Although it might be nice if court decisions
were so firmly grounded in well-defined con-
ceptional distinctions, a reading of the opinions
and dissents in cases associated with search and
seizure reveals something rather more unpleas-
ant. One is left with the distinct feeling that the
majority decisions have been written with the
intent of reaching an end, of getting drug deal-
ers off the streets. One is left with the equally

distinct impressionthattheargumentshavebeen
crafted solely with that end in mind, and that
appeals to ideas have been used as means of
persuasion. Nonetheless,  it remains that the
courts have been able with little dissent to ap-
peal to a very general view of technological
change.

6. There is, no doubt, an underlying theory to geode-
mographics, and that theory surely derives in part
from the  Chicago  School  of  urban sociology.
Nonetheless, the development of geode-
mographic systems appears itself not to involve
anything but the most cursory appeal to such
theories.

7. Note that the image of the Panopticon was popu-
larized in Foucault’s Discipline and Punish (1977),
but that Foucault’s own argument about the ways
in which each person is a party to his or her own
surveillance both moves away from Bentham’s
image and seems particularly appropriate to the
case of geodemographics.

8. There have, of course, been more recent claims
that maps are not neutral or that they are ineluc-
tably rhetorical (Harley 1988, 1989; Wood 1992).
But these claims, to the extent that they are
directed against the assumption that people read
maps directly, make it clear just how pervasive
that realist view is.

9. Here, too, there is a parallel to be drawn with
the way neighborhoods or cultures are repre-
sented within a geographic information system.
This is because of the difficulty in visually rep-
resenting a culture as other than a concatena-
tion of contingently related traits, and because
of the difficulty of expressing values in visual
terms.

10. The  U.S.,  whose enacted law of intellectual
property is based upon  the Anglo-American
theory of property, has been able successfully to
argue that it incorporates the required moral-
right provisions into its legal system because
authors who suffer misrepresentation have re-
course to the tort system.
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